Risk Awareness:
A New Framework for Risk Management in Flight Test
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Risk Awareness

The perception of the elements of uncertainty and the potential,
projected outcomes resulting from uncertainty

o )

Situational Awareness

The perception of the elements in the environment within a volume of time and space, the
comprehension of their meaning, and the projection of their status in the near future?!

lEndsley, M. R., “Design and evaluation for situation awareness enhancement,” Proceedings of the Human Factors Society 32nd Annual Meeting, Santa Monica, CA, 1988.



What Risk Awareness Is Not...
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Spanish prostitutes ordered to wear
reflective vests for their own safety

Prostitutes working on the street outside a town northern Spain have been ordered to wear
reflective vests to make them visible to passing traffic and reduce the risk of accidents.

By Fiona Govan in Madrid

6:57PM BST 25 Oct 2010

Women touting for customers on a rural highway reasons: for not wearing the reflective jacket and for
outside Els Alamus near Lleida in Catalonia have creafing danger on the public highway.”

been told to don the yellow fluorescent bibs or pay

; of 40 euros (£36) under Gl L The move follows recent legislation introduced by Els

Alamus town hall to ban orostitutes from offenno sex



Accident & Risk Management
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Accident: a sudden, unexpected event that results in an unwanted, negative outcome
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Accident Models

Domino Model
Heinrich (1931) =

Fic. 3. The injury is caused by the action of preceding factors.
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Complexity & Emergence
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Heuristics for Flight Test

Simple Slower is Faster Seek contrary data

Keep it
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Program Gradients & Drift
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Alaska Airlines Flight 261

31 Jan 2000
McDonnel Douglas MD-83
88 killed
NTSB Findings
* Horizontal stabilizer trim jackscrew failure
e Excessive wear due to inadequate lubrication
e Extended lubrication intervals
* Extended end-play check intervals
DC-9 design (certified 1965) (MD-80/90, 717)
* 95 million flight hrs / 2300 aircraft
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Alaska 261 - Extension of Lubrication Interval

Hrs: O 500 1000 1500 2000 2500 3000

| [ [
1965 - 350 Original manufacturer recommended interval
. | |
: 1985 _ 700 Every other B-check

B |
== 1987 d 1000 B-check extended to 500 hrs

- - | |

\¥= 3 1988 _ 1000 B-checks eliminated, every 8th A-check (125 hrs)
. | |
1991 N 1200 | A-checks extended to 150 hrs
. | |

| 1001 | 1600 A-checks extende 0 200 s

1996 # 2550
A

laska Airlines moved lube to task card (every 8 months)
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Alaska 261 - End-play Check Work Card

Figures showing the four positions of the

screw threads versus the nut threads
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Risk Awareness

Perception of the elements of uncertainty and the potential, projected outcomes resulting from uncertainty

1) Identify & characterize the nature of the unknowns
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2) Reduce the reducible ignorance
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Risk Awareness: STS-51 (Challenger, 28 Jan 1986)

1) Identify & characterize the nature of the unknowns 2) Reduce the reducible ignorance
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Key Takeaways & Lessons Learned

1. Flight test needs an updated accident model 2. Knowledge is a Control Parameter

<&l Organizational failure

Hazards

Component failure 12>

User interface confusion &

Human error [
Losses

3. Different cognitive tools are appropriate for 4. Risk Awareness:
different types of uncertaiqgtxrance Perception of uncertainty and the potential,
T e ./ Random projected outcomes from uncertainty
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Questions...
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Backup Slides

Risk, Uncertainty & Decision Making
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Systems Theoretic Process Analysis (STPA)

STPA
1) Define 2) Model 3) Identify 4) Identify
Purpose of = the Control = Unsafe Control Loss
the Analysis Structure Actions Scenarios
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Leveson, N.G., and Johnson, J.P., STPA Handbook (2018)



SYSTEM DESIGN

Congress and Legislatures

Government Reports
Lobbying

Hearings and Open
meetings

Government Regulatory Agencies
Industry Associations,

User Associations, Unions,
Insurance Companies, Courts

Legislation

SYSTEM TESTING

Congress and Legislatures

Government Reports
Lobbying

Hearings and Open
meetings

Legislation

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

SYSTEM FIELDING

Congress and Legislatures

Government Reports
Lobbying

Hearings and Open
mestings

Legislation

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

Accidents and Incidents

Regulations ) ) Regulations Accidents and Incidents Regulations
Standards Certification Info Standards Certification Info Standards Field Use Metrics
Certification Change Reports Certification Test Results Caertification Maintenance Reports
Legal Penalties Whistieblowers Legal penalties Whistleblowers Legal penalties Change Reports
Case Law Testing Reports Case Law Case Law Whistlsblowers
o Modification/Revision Requests _Modification/Revision Requests
Company * Company “ , Company
Management Design Rationale/Assumptions Management Design Rationale/Assumptions Management
Safety Policy Status Reports  -Perating Procedures Safety Policy Test Reports OPerating Procedures  Safety Policy
Standards Risk Test Requirements Slal'ldiild::il Tmm Reports Hazard Analyses standamsi T Eiald Renerk
= Resources assessments Hazard Analyses Resources . ! Risk Assessments _ Resources ) ield Reports
o Project Instructions Operations Instructions Operations
» Management » Management
» Managemint Modification Reports Test Hazards Change Requests Audit Reports
Instructions Problem Reports Audit Reports | . Problem Reparts
Policy Safety Reports Configurations Change Requests nstructions Change Requests
Standards Work Logs . . .
Procacuree InspackonaiAudiis Test Operations Field Operations
Problem Reports Hazard Analyses | Human Controller(s) | | Human Controller(s) |
Review Results - . 7% v : T %
Requirements Safety-Related Changes . ; . ;
Safety Constraints Procedure Revisions Maintenance Lower Maintenance Lower
Updates Software/Hardware Revisions Controller '—‘ Brchlams Controller '—‘
v Progress Reports Problems l Audits J
v Design & Actuator(s) Sensor(s) Actuator(s) Sensor(s)
Manufacturing Assurance Repairs - 4 Repairs - 4
Revisions Physical | | Revisions Physical
Modifications Process Process

Montes (2016)



Safety Cultures — Human Error Models
Person Approach System Approach

Frequency ~200,000 preventable deaths (USA) Avg 1 death per 3 million departures
(3 airlines crash everyday) (worldwide)
Norms Checklists rare, unaccounted “tools” Checklists, Shadowed Tools
Cause of Forgetfulness, Inattention, Negligence, Errors are consequence, not causes
Errors Carelessness, Recklessness “Upstream” systemic factors
Safety Fear, threat of litigation, disciplinary Layer of defences, barriers & safeguards
Measures measures, retraining, shaming
Openness Error admissions rare Readily admit to mistakes

Culture Who is at fault? Why did defences fail?
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125 ‘true’ results
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B = 20%
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Fast Thinking
Cognitive biases:
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e Availability

* Confirmation
* Framing
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Simple

Rules of thumb

Reliably better decisions

Management

“We were seeing things that were
250 moves, several days in a row”

Financial Times, 13 Aug 2007
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l Unlikely results

How a smzll proportion of false positives car

John loannidis (2005, Stanford)

“Most published research
findings are probably false.

False B True
”
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EResREREss
SPREEEENRN
a = 5% (Type 1 error) A

f = 20% (Type 2 error)

Power of the test = 80%
1. 0f hypotheses

interesting
enough to test,
perhaps onein
ten will be true,
Soimagine tests
on 1,000
hypotheses,

100 of which

are true.

Statistical power is often < 40%
40 true positives
45 false positive

Source: The Economist
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2.The tests havea
false positive rate
of 5%. That means
they produce 45
false positives (5%
of 900). They have
a power of 0.8, 50
they confirm only
80 of the true
hypotheses,
producing 20 false
negatives.

125 “true’ results
- 80 true positives
- 45 false positives

3. Not knowing
whatis false and
whatis not, the
researcher sees
125 hypotheses as
true, 45 of which
are not.

The negative
results are much
more reliable—but
unlikely to be
published.

Negative results are more reliable
(trustworthy), but less likely to be published.



“The fox knows many things...
the hedgehog knows one big thing.”

The Hedgehog and the Fox
Isaiah Berlin (1953)




Rational Decision Model

» Steps in the rational decision model « Problems with the model
— Clearly identify problem — Probabilities and all alternatives

— Clearly identify criteria for successful solution

are not known

— |dentify options — Values (preferences) may be

— Evaluate options in light of criteria for success

unclear or in conflict

— Select outcome that maximizes criteria — Perceived rationality may become

The Realities of Decision Making

Bounded Rationality Trade-off
rade-o

Decision/
Choice:

Personal Constraints/ Search for
decision

alternative

Organizational Context
Leader says I think, the thinking Trade-off
stops

George, Presidential Decision Making in Foreign Policy: The Effective Use of Information and
Advice (Boulder, Colo.: Westview Press, 1980).

Sources. Adapted from Irving L. Janis, Crucial Decisions (New York: Free Press, 1989); and A. L.

a “rationalization”

GUT INSTINCTS

SIMPLY
RATIONAL

DECISION MAKING IN THE REAL WORLD

Malcolm Gladwell

Gerd Gigerenzer



Confirmation Bias

Suppose each of the cards below has a number on one
side and a letter on the other, and someone tells you:
“If a card has a vowel on one side, then it has an even

number on the other side.” Which of the cards would
you need to turn over in order to decide whether the

person is lying? [E] [K] [4][?]

* Most people select either E or “E and 4"

* Very few give correct answer of “E and 7" (less than 10%)

/Confirming * Totesta _hyppthesm, you qeed to collect \
, both confirming and falsifying evidence
Evidence
» Everyday we make hypotheses and seek

only confirming evidence
— Assumptions about subordinate competence

(Pygmalion effect)

— Leadership first impressions
k — Decision is made, then we seek out support /




Tools for Decision Making under Uncertainty

Start with a concise problem statement:
 “What are we trying to solve”

e Question assumptions and be wary of anchors

Awareness/self-awareness of cognitive biases

Ask: “Is this a risk problem or an uncertainty problem?”

Seek outside inputs/perspectives (without anchoring)

Diversity of opinion is necessary, but not sufficient: Need a process!
 “We’re going to 2-5 min and everyone is going to say what they need to know”
* Ask: “What do you need?” “What do you know?”

Beware of problems/solutions mindsets and psychology of advocacy (strive to persuade)

Inquiry first, then advocacy

Leader Traps:
“Fix it!” “Bring me solutions, not problems...’

)

“How come | didn’t know about this earlier?”



Contest Collaborative problem
solving
Persuasion & lobbying Testing & evaluation
Spokesperson Critical thinkers
Strive to persuade Balanced arguments
Defend your position Open to alternatives
Downplay contrary Accept/process contrary
evidence evidence
Discouraged /dismissed Cultivated / valued
Winners [/ losers Collective ownership

Adapted from Garvin, D.A., & Roberto, M_A_ (2001). What you den't know about
Making decisions. Horvaord Business Review, September issue.



