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Situational Awareness

The perception of the elements in the environment within a volume of time and space, the 
comprehension of their meaning, and the projection of their status in the near future1

The perception of the elements of uncertainty and the potential, 
projected outcomes resulting from uncertainty

Risk Awareness

1Endsley, M. R., “Design and evaluation for situation awareness enhancement,” Proceedings of the Human Factors Society 32nd Annual Meeting, Santa Monica, CA, 1988.



What Risk Awareness Is Not…



Accident & Risk Management
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Swiss Cheese Model

James Reason, 1997
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Complexity & Emergence
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UncertaintyRiskCertainty
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Safety Review Board

• What is unknown?
• What tests where not done?
• Where are the gaps in knowledge?
• What model surprises thus far?
• Confidence intervals of “knowns”?
• What does test inform?
• Is there sufficient schedule to learn?



UncertaintyRiskCertainty

Slow Thinking
Preferred

Cognitive biases:
• Anchoring
• Availability
• Confirmation
• Framing
• Escalation

• Intuition
• Simple
• Rules of thumb
• Reliably better decisions

Heuristics
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Heuristics for Flight Test

Keep it Simple Slower is Faster

Understand unexpected deviations before continuing *** Surprises are Warnings ***

Seek contrary data Don’t be a Turkey

AC-130J (Apr 2015)



Program Gradients & Drift

Drift



Alaska Airlines Flight 261

• 31 Jan 2000
• McDonnel Douglas MD-83
• 88 killed
• NTSB Findings

• Horizontal stabilizer trim jackscrew failure
• Excessive wear due to inadequate lubrication
• Extended lubrication intervals
• Extended end-play check intervals

• DC-9 design (certified 1965) (MD-80/90, 717)

• 95 million flight hrs / 2300 aircraft



Alaska 261 - Extension of Lubrication Interval

Original manufacturer recommended interval

Every other B-check

B-check extended to 500 hrs

B-checks eliminated, every 8th A-check (125 hrs)

A-checks extended to 150 hrs

A-checks extended to 200 hrs

Alaska Airlines moved lube to task card (every 8 months)

Manufacturer recommended 3600

Every other C-check

C-checks -> 13 mos

C-checks -> 17 mos

Hrs:

Hrs:



Alaska 261 - End-play Check Work Card

AOL max allowable: 0.040 in



Risk Awareness

Perception of the elements of uncertainty and the potential, projected outcomes resulting from uncertainty

1) Identify & characterize the nature of the unknowns 2) Reduce the reducible ignorance

3) Democratize safety decision making
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4) Resist drift
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Risk Awareness: STS-51 (Challenger, 28 Jan 1986)

1) Identify & characterize the nature of the unknowns 2) Reduce the reducible ignorance

3) Democratize safety decision making 4) Resist drift

?



Key Takeaways & Lessons Learned

3. Different cognitive tools are appropriate for
different types of uncertainty

4. Risk Awareness: 

2. Knowledge is a Control Parameter1. Flight test needs an updated accident model

Slow
Thinking

Heuristics

Inc Temp

Dec Knowledge

Perception of uncertainty and the potential, 
projected outcomes from uncertainty

1) Characterize the unknowns
2) Reduce reducible ignorance
3) Democratized safety culture
4) Resist Drift



Questions…

∙ 



Risk, Uncertainty & Decision Making

Backup Slides



Systems Theoretic Process Analysis (STPA)

Leveson, N.G., and Johnson, J.P., STPA Handbook (2018)



Montes (2016)



Safety Cultures – Human Error Models
Person Approach System Approach

Healthcare Aviation

Frequency ~200,000 preventable deaths (USA)
(3 airlines crash everyday)

Avg 1 death per 3 million departures 
(worldwide)

Norms Checklists rare, unaccounted “tools” Checklists, Shadowed Tools

Cause of 
Errors

Forgetfulness, Inattention, Negligence, 
Carelessness, Recklessness

Errors are consequence, not causes
“Upstream” systemic factors

Safety 
Measures

Fear, threat of litigation, disciplinary 
measures, retraining, shaming

Layer of defences, barriers & safeguards

Openness Error admissions rare Readily admit to mistakes

Culture Who is at fault? Why did defences fail?



UncertaintyRiskCertainty

System 1
Fast Thinking

System 2 – Slow Thinking 

Cognitive biases:
• Anchoring
• Availability
• Confirmation
• Framing
• Escalation

Heuristics

Zero-risk illusion Turkey illusion

• Intuition
• Simple
• Rules of thumb
• Reliably better decisions

1000 trials

𝛼 = 5%
𝛽 = 20%

“We were seeing things that were 
25 moves, several days in a row”

Financial Times, 13 Aug 2007







Rational Decision Model
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Tools for Decision Making under Uncertainty

• Start with a concise problem statement:
• “What are we trying to solve”
• Question assumptions and be wary of anchors

• Awareness/self-awareness of cognitive biases

• Ask: “Is this a risk problem or an uncertainty problem?”

• Seek outside inputs/perspectives (without anchoring)

• Diversity of opinion is necessary, but not sufficient: Need a process!
• “We’re going to 2-5 min and everyone is going to say what they need to know”
• Ask: “What do you need?”  “What do you know?”

• Beware of problems/solutions mindsets and psychology of advocacy (strive to persuade)

• Inquiry first, then advocacy

• Leader Traps:
“Fix it!”  “Bring me solutions, not problems…”   “How come I didn’t know about this earlier?”




